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In this paper, I present a 3D image viewing and enhancement tool designed for medical images.  The tool implements numerous contrast enhancement techniques. Integral to some of these is the bilateral filtering method [Durand, Dorsey 2002].  I present a review of contrast enhancement methods in medical imaging, summarize studies linking clinical efficacy with some of these, and conclude with a discussion of my implementation.  I also give witness to the ability of bilateral filtering to preserve “texture” information, key to successful clinical diagnosis, in several high resolution, high-dynamic-range abdominal CT scans.  

1 Introduction
As the medical imaging community increasingly relies on computers for segmentation, registration, treatment planning, and the like, it is important that clinicians be able to check the accuracy of automated processes’ conclusions.  As well, enhanced imaging has been shown (though in limited studies) to improve experts’ diagnostic efficacy [Rosenman, Cromartie, Pizer 1993; Hemminger et al. 2001].  To that end, the display of high-dynamic-range images must be loyal to the image characteristics useful to clinicians, and accurately represent the data.

Consider segmentation for example. Medical segmentation, or the labeling of objects of interest within an image, is used for radiation treatment and surgical planning.  It is a time consuming (and thus expensive) task for experts.  A contour must be drawn for every two dimensional slice of a volume.  Each slice is a high-dynamic-range image, with a contrast ratio of perhaps 64,000:1, that is viewed through a very limited contrast window.  Occasionally, clinicians can segment using an object’s high intensity difference with its surroundings.  More often however, a subtle “texture” difference must be identified.  

The renal pelvis is such an instance, in segmenting the kidney via CT scan.  The ureter is formed from tiny spindles coming out of the inner curve of the kidney.  This volume is of high density, very similar to the nearby organ, but a different texture.  For radiation planning, getting the boundary of the organ “right” is important to limiting the damage to these vulnerable outside tissue.  With adaptive histogram equalization and windowing of the input intensities, the clinician can carefully segment this part of the abdomen.

In order to alleviate the burden of time consuming user modifications in such a process, a better visualization may be applicable.  Much work has been published in recent years on effective display of high-dynamic-range images [Perona, Malik 1990; Tumblin, Turk 1999].  In these papers, medical image viewing is often mentioned as a potential beneficiary of a new method.  This important application is infrequently actually addressed however.

One such promising method is the fast bilateral filtering of Durand and Dorsey [2002].  A local tone mapping technique, their method takes advantage of the mainly local contrast sensitivity of human vision.  It appears to offer several advantages over other methods considered in the light of medical imaging concerns.  I will begin to address this method’s applicability to medical image viewing in terms of its application as a part of current image enhancement techniques.

2 Review of relevant work
In this section I present both an overview of contrast enhancement methods for medical images, and a summary of two previous studies concerning image enhancement’s effect on clinicians’ performance.  

Given an image and a display scale, it is necessary to create a mapping from “the recorded intensities of the original image to the display scale intensities…this step is called contrast enhancement” [Pizer et al. 2002].  Contrast enhancement techniques can be categorized in general as global or local, the difference being in the extent of the support over which intensity distrobution of the image being enhanced is considered.  I will consider these categories in turn.

2.1 Global enhancement schemes

Global contrast enhancement schemes are those where the mapping “is an intensity transformation based solely on the intensity of each pixel” [Pizer et al. 2002].  Such a mapping will use the entire range of display intensities to transmit the information to the viewer.  The two I present are intensity windowing and global histogram equalization.

Intensity windowing is probably the simplest contrast enhancement technique.  The idea is based in that certain elements of an image a user might wish to view have a limited and perhaps unique footprint in the intensity distrobution of the image.  Then, for more effective viewing of these special objects, the mapping may dedicate more of or the entire range of display intensities for this limited window of recorded intensities (see figure 2).
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fig. 1: General histogram mapping function for intensity windowing.

The main disadvantages of intensity windowing are: First, that elements with dinstinct footprints cannot be viewed effectively and simultaneously; and second, that isoboundaries (contours of similar intensity, such as those that demarcate objects in the image) move as the windowing changes, which distorts the conceptual positioning of elements within the image.  The latter fault is critical in some medical image applications, where the expert decision as to object placement within the image space is important (i.e., radiation treatment planning).
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fig. 2: An example of intensity windowing, on a coronal abdominal CT slice.  The bone of the image on top is located in the top 25% of the intensity distrobution.  In the bottom image, the entire displayable range has been allocated to the bone recorded intensities.

Another globally computed method is global histogram equalization (GHE), which claims that the “flattening of the displayed intensity histogram optimizes the image information increase to the viewer” [Pizer et al. 2002].  Basically, the mapping is as follows: the percentage of pixels at most intensity i is equal to the percentage of the maximum displayable intensity that i gets mapped to.  This way, peaks in the recorded intensity histogram (a section of the histogram representing a disproportionate number of pixels) are dedicated a larger (than linear mapping) range of the display scale (see figure 3).  This adds contrast to common intensities of the image at the expense of contrast between rare intensities found in the image, a good tradeoff.

GHE is an effective and reasonably fast contrast enhancement method.  However, its fault, as with all global methods, is not using the following fact: that human contrast sensitivity is local in nature.  The contextual region used for remapping a particular pixel intensity must be less than the entire image for effective local contrast enhancement to occur.
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fig. 3: Example of GHE, on a sagittal abdominal CT slice.  On the top image (linear mapping, no windowing), most of the intensities are concentrated in the middle of the recorded range (the x, or intensity axis, has been scaled by Matlab, the visualization tool).  After equalization, the display range is used more effectively to transmit the image information.

2.2 Locally adaptive methods
There are several locally adaptive contrast enhancement techniques I will discuss, in growing complexity: unsharp masking, adaptive histogram equalization (AHE), contrast limited AHE (CLAHE), and sharpened edge AHE (SHAHE), which has philosophical ties to bilateral filtering (yes, I do get back to that eventually).  

Unsharp masking is an old (even from the photographic era) and successful method of detail amplification (which is basically the same idea as contrast enhancement).  The image displayed is a linear combination (via a user controlled gain factor) of a background image and a detail image (a characteristic this method has in common with bilateral filtering).  The detail image is the difference of the original with the background (see figure 5).  The background image is computed as some weighted average of intensities over a contextual region.

The method is the first of those I present that carries a key idea: namely the freedom we have in choosing the background image.  A blur of a small square region, or a locally gradient-weighted average image or others are possibilities for computing the background image.  This reappears in SHAHE and bilateral filtering as edge-delimited (and as a result object-sensitive) contextual regions over which contrast enhancement is made.  

I will present here the basic bilateral filter, which is used as for creating the background image of the unsharp masking example below (figure 5), and is mentioned later in this section as well.  The bilateral filter of an image replaces the intensity i at a pixel p with a weighted sum of intensities over a local contextual region.  

Obviously, the key is in the weights.  For every pixel q with intensity j in the neighborhood of p, the coefficient weight is the product of two gaussians: one in the spatial domain (giving higher weights to closer pixels), and the other in the intensity domain (giving higher weights to pixels of intensity similar to i).

The two characteristics of a pixel q that would lead to its contributing highly the new value at p are that it be close to p and similar in intensity.  The filter proves to be edge preserving and yet smoothing within boundaries (see figure 4).  These are coincidentally object-sensitive traits sought in medical image applications.  Thus, it is reasonable to hope that bilateral filtering, which is much faster than comparable edge preserving methods, would be a useable background image computation mechanism for unsharp masking and related methods. 
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fig. 4: Bilateral filtering. from left: original, less intensity smoothing, more intensity smoothing.
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fig. 5: Example of unsharp masking on a coronal CT slice.  Top to bottom is the original image, the image unsharp masked using a large gain factor, and a smaller gain factor.  The background image is the bilateral filter.

AHE stems from a simple observation about its global parent.  Better local contrast should result if the remapping of a pixel accounts for only a local histogram.  For example, the brightest pixel locally should be white for maximum local contrast.  AHE then is histogram equalization where the histogram is of a local (for every pixel) contextual region (see figure 6).  

There are two major faults of AHE: First is that the same extensive contrast enhancement is not ideal for all regions of an image.  For example, if the two intensities found in the region of a pixel are i and i + 1, on a range of 0 to 65535, i should not be mapped to 0 while i + 1 is mapped to 65535.  Yet, AHE may do just this, and thus overenhance noise.  Secondly, as is the case with “any adaptive contrast enhancement method with a fixed sized contextual region, a sort of shadowing artifact at sharp high contrast boundaries” occurs [Pizer et al. 2002].
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fig. 6: Example of AHE, as compared with GHE, both a sagittal (left) and coronal (right) case in an abdominal CT scan.  Top to bottom is a linear mapping (no windowing), GHE and AHE.  Note the spinal column on the right sequence: AHE is able to make the demarcation between vertebrae higher contrast than the other two methods because the darker display intensities haven’t been dedicated to the globally darker outside regions.

CLAHE attempts to address at least the first problem of AHE, that of noise overenhancement.  The idea is as follows.  If the contextual neighborhood is mostly uniform then there are large peaks in the local histogram.  With mere AHE, these peaks have high display ranges being allocated for them.  However, this will magnify differences where there is hardly any.  The solution, CLAHE, is to cap the local histogram for these high frequency intensities (that made the peaks).  The method then redistributes the cutoff pixels over the whole local histogram (excepting empty bins), and proceeds as in AHE: find the rank of the current pixel with respect to the redistributed histogram and continue (see above for AHE, figure 7 for CLAHE example).  The result is that reasonably uniform regions do not get their intensities mapped to displayable extremes.  The clipping level is global for the image. 
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fig. 7: Example of CLAHE, relative comparison with AHE.  Top row: the original image and processed with AHE.  Bottom row: processed using CLAHE, with a higher peak clipping threshold, and lower threshold.  Notice that the displayed intensity extremes (using AHE) in the relatively uniform top region are toned down with CLAHE.

As foreshadowed above, object-sensitive contextual regions can lead to even better contrast enhancement results.  Unsharp masking provided the key, the independent computing of a base layer, to determining the better contextual region.  The basically similar methods for computing the relevant context go by different names, like variable conductance diffusion (VCD), anisotropic diffusion (in graphics), edge-preserving smoothing, low curvature image simplifying, and hopefully bilateral filtering.

Sharpened histogram equalization was designed to take advantage of this new intuition on the matter.  In SHAHE, “the background image of an unsharp masking is formed using VCD, and the resultant unsharp masking is followed by CLAHE” [Pizer et al. 2002].  SHAHE frequently produces good results.  Figure 8 shows a comparison of methods.  Rather than VCD, the unsharp masking uses bilateral filtering for determining relevant context.
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fig. 8: Example of SHAHE in a sagittal CT slice.  Top row: the original image and unsharp masked (gain factor = 4). Bottom row: after processing by CLAHE on the original image, and SHAHE on the original (which is CLAHE on the unsharp masked image).

2.3 Summary of studies
Ultimately, the test through which all contrast enhancement methods designed for medical use should be compared is in relative diagnostic efficacy and efficiency in a clinical setting.  I will present here summaries of two such studies, in the fields of portal image diagnostics and mammography.

“Frequent checking of radiation treatment delivery with a portal film remains the best method available to the radiation oncologist for quality control” [Rosenman et al. 1993].  However, the low contrast of portal films makes this important task difficult and prone to error.  The first study I present addressed this problem.

Twelve expert clinicians from two institutions were each given 24 sets of simulation and portal films.   12 of the portal films were enhanced using SHAHE (above), and no expert saw both enhanced and unenhanced films. The observers were to determine a field isocenter correction.  The “true”, or ground truth, corrections for each pair was determined by a three expert panel working together, who were also provided the treating physician’s opinion.  Statistics were then compiled on observers’ discrepancies with the true isocenter corrections in the enhanced verses unenhanced cases.

The study showed two things.  First, that portal film reading by clinicians (or maybe just these clinicians) leaves much room for improvement.   And secondly, clinicians were expectedly more accurate in their diagnoses with enhanced images.  Despite the expected outcome, this may be the first study that shows an image enhancement technique for medical applications can lead to better clinical performance, a necessary step to making such enhancement routine.  This may also be a positive characteristic of the SHAHE method used in the study.

The purpose of the second study was to “determine whether CLAHE or intensity windowing (IW, both above) improves the detection of simulated masses in dense mammograms” [Hemminger et al. 2001].  Simulated masses were embedded in mammograms of patients with dense breasts. Images were then printed with no processing, IW and CLAHE, with varying settings already discussed.  

The study found that the best IW processing led to more successful detection of the masses than no processing and that CLAHE processed images led to no different detection than no processing. This result suggests that in mammography at least, where images have a uniform cobweb like structure, simpler methods may prevail over the more complicated locally adaptive methods.  

I have presented the basic global and local contrast enhancement methods commonly used in medical imaging applications.  I have also presented bilateral filtering as potentially an integral part of some of these methods, perhaps contributing to their efficacy.  And all of these have been implemented in the tool now presented for the viewing of 3D image datasets.

3 An Image Viewing, Enhancement Tool 
In the following section, I present the details of a command line software tool for the interactive view and enhancement of 3D images.  Important implementation aspects of all the contrast enhancement functions described in the previous sections are detailed.  
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A RAW3 format image filename is accepted as a command line argument. When the image is originally loaded, it is immediately resampled to cubic voxels, or square pixels, so that viewing the image through the view window is relatively undistorted.  At all times, the image is displayed at exactly its resolution.  

The original image is accessed through the Image3D class.  The one important functionality that this class provides is to return the intensity windowed voxel value.  For every user command during the program run, the image to be displayed or enhanced then displayed is dynamically retrieved from the class using the current viewing conditions: which cut—axial, sagittal, or coronal, which slice, and the current intensity windowing conditions, all of which can be changed interactively.  Any processing is then done to this retrieved temporary image, which is then copied to the frame buffer and flushed.  

I now present the implementation specifics for the processing that can be done to the current image through the tool.  I will not discuss intensity windowing and GHE, as their computation times are almost instantaneous.  First then is AHE, efficiently coded to compute the minimum amount of information needed for each pixel.  In AHE, a histogram is in principle created for every pixel p.  However, all the information that is needed is the number of local pixels with intensity at most that of p, the number of zero intensity pixels (for translating results) and the number of pixels in the current neighborhood (to account for the boundaries).  AHE often takes under three seconds for a reasonable size image.

I played with keeping track of the local maximum intensities for each pixel, to scale the equalized value accordingly at the end.  However, this lead to uglier images and so it was left out.  Another interesting possibility for AHE, that could help with the shadowing artifacts (above), is to weight the pixels in the neighborhood of p according to the similar intensity with p.  So how many pixels near p would not be a constant window size, but the number at most p’s intensity plus some fraction of those greater in intensity.  This may give object sensitive contextual regions to AHE.  When I tried, it gave slightly brighter results around edges, but no significant difference.

Unsharp masking computes a linear combination of the original image and the bilateral filter of the image.  I made this function as fast as I could by combining loops.  As each average pixel is computed the masked image is computed, and the range of masked intensities is updated.  Then, as the frame buffer is being filled (rather than in a separate loop), the intensities were mapped back into the displayable range.  

An additional option in unsharp masking is to have the computation of the background image be not a bilateral filter, but a simple gaussian spatial blur.  The results however didn’t appear very useful.  This function also takes minimal time to compute.

CLAHE is a very slow method, but I’ve optimized it reasonably.  Unlike AHE, where it is possible to skim on the creation of the local histogram, in CLAHE this histogram must be explicitly computed for each pixel p, and for all intensities.  Once this has been computed, the function loops through all the bins collecting pixels in excess of the clipping level.  Since these are then distributed over non-empty bins, I keep track of the non-empty bins of at most p’s intensity, k.  That way I obviate another for loop for the redistribution of the lopped off pixels, simply starting a sum from k times the share of excess pixels for a non-empty bin.  

I then compute a rank only for p’s intensity, eliminating thousands of FLOPS within a loop over all pixels, for tremendous speedup.  Of course, this speedup is relative to the stupid way.  CLAHE takes up to thirty seconds for a reasonable sized image.  See figure 9 for how the clipping level affects the result.  SHAHE, as described above, is simply the sequential application of unsharp masking and CLAHE, and so takes time equal to their sum.

4 Some words on bilateral filtering

More complicated (than intensity windowing) contrast enhancement techniques have not found their way into the clinical setting in general.  Too many user settings are required and the response time has been long in the past.  Faster computers may not be the answer either, as imaging output has grown at least as fast recently.  Providing clinical experts an interactive image enhancement tool integrated with their segmentation and diagnostic goals should be a priority.  

Bilateral filtering appears to offer the advantages of speed and object-sensitive contextual regions over previous methods.  Speed because through a linear approximation the filter can be adapted to fast fourier methods, making contrast enhancement on large images interactively fast (less than one second response after fiddling with a setting).  Object-sensitive because the computation of the locally average image is edge preserving.  

I use bilateral filtering in my software tool for the unsharp masking background image creation, and thus also for SHAHE.  I have found it to be effective in its part for contrast enhancement of the medical images I have worked with.  With more time I would hope to implement the faster approximation scheme and integrate it with my software tool.  Then I could study the qualitative differences between older image enhancement schemes, those I would develop using bilateral filtering, and those using the faster approximations to bilateral filtering.
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fig. 9: Different clipping levels (as a percentage of the number of elements in the histogram) for a coronal CT slice.  Top to bottom: 15% cutoff (so that a single bin must contain more than 15% of the total elements within the histogram to have any removed), 5%, 1%, and .5%.  Notice the contouring effects on the objects bordering the spine.  Notwithstanding, in general the lower clipping levels have a positive effect on the image structure. 
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