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Abstract
We consider classical, interacting particles coupled to a thermal reservoir and
subject to a local, time-varying potential while undergoing hops on a lattice.
We impose detailed balance on the hopping rates and map the dynamics to
the Fock space Doi representation, from which we derive the Jarzynski and
Crooks relations. Here the local potential serves to drive the system far from
equilibrium and to provide the work. Next, we utilize the coherent state repres-
entation to map the system to a Doi–Peliti field theory and take the continuum
limit. We demonstrate that time reversal in this field theory takes the form of a
gauge-like transformation which leaves the action invariant up to a generated
work term. The time-reversal symmetry leads to a fundamental identity, from
which we are able to derive the Jarzynski and Crooks relations, as well as a
far-from-equilibrium generalization of the fluctuation-dissipation relation.

Keywords: nonequilibrium work relations, Doi Peliti field theory,
far from equilibrium

1. Introduction

In the past decades remarkable advances have been made in the field of far from equilibrium
statistical physics. The celebrated Jarzynski equation,

⟨e−W/kBT⟩= e−∆F/kBT, (1)

relates via equality the difference in the equilibrium free energy ∆F to a nonequilibrium
average of the work W for processes that start in equilibrium at temperature T but are
driven arbitrarily far from equilibrium. This holds for Hamiltonian systems [1] as well as
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stochastic systems described by a master equation [2]. This universal constraint on the pos-
sible distributions of nonequilibrium work was further developed by Crooks, who showed that
the probability PF(W) of doing work W while following the ‘forward’ protocol (a specified
variation of control parameters) can be related to the probability PR(−W) of doing negative
the work during a reversed protocol via

PF (W) = e(W−∆F)/kBTPR (−W) , (2)

thus elucidating the central role of time reversal [3, 4]. The Jarzynski and Crooks relations
are part of an ensemble of fluctuation theorems that describe work fluctuations and entropy
production, with by now a large literature that has been summarized in reviews [5–7] and more
recently in textbooks [8, 9].

In these studies one typically examines the impact of time reversal on the probability distri-
bution of all possible trajectories, although this probability distribution is generally not avail-
able in explicit form. In the present work, we propose to recast the nonequilibrium dynamics
into a field theory. While this necessarily represents a loss of trajectory-level information,
similar to a master equation treatment, the field theory nevertheless offers advantages. The
equivalent of the probability distribution for field, namely the exponential of the action, can
be obtained explicitly. The explicit expression for the action enables us to make progress on
three fronts: one, as with all field theories, it provides a useful framework for exploring sym-
metries and near-symmetries, in this case, the behavior under time reversal; two, it enables a
variety of possible approximation schemes by perturbation theory; and three, a hierarchy of
nonequilibrium identities can be derived by functional differentiation, such as a nonequilib-
rium generalization of the fluctuation-dissipation relation.

Mallick et al examined nonequilibrium work relations via field theory for the critical
dynamics of a nonconserved scalar order parameter [10], i.e. Model A in the Heisenberg–
Haltering scheme [11]. They were able to derive the Jarzynski and Crooks relations, as well as
a nonequilibrium generalization of the fluctuation-dissipation relation, and to elucidate prop-
erties of time-reversal symmetry breaking with the field theory. This work was extended by
Täuber to the critical dynamics of a conserved scalar order parameter, i.e. Model B [12].

In this work we present a field theoretic description of the Jarzynski and Crooks relations for
a system of interacting classical particles coupled to the thermal reservoir and driven by a tun
able local potential. We employ Doi–Peliti field theory, i.e. a mapping of the master equation
for the classical particle model to a Fock space representation (the Doi representation [13]) and
then a subsequent mapping to a field theory via coherent states [14–16]. One of the advantages
of this approach is that we are not restricted to near-criticality dynamics.

Our primary results are the following. After defining the model in section 2, we recast
the dynamics in the Doi representation in section 3, deriving the general form of a time-
evolution operator that is consistent with detailed balance. With this formalism in section 4
we obtain a direct and simple Fock space derivation of the Jarzynski and Crooks relations.
Next, in section 5 we obtain the Doi–Peliti field theory for interacting particles coupled to a
thermal bath. This field theory contains boundary ‘initial’ and ‘final’ terms in the action as well
as a bulk action governing the time evolution from t= 0 to t= tf. We demonstrate that the bulk
action can be transformed by a Cole–Hopf transformation to the Dean–Kawasaki field theory
[17–20] obtained by mapping Dean’s Langevin equation for interacting particles [21] to a field
theory via the Martin–Siggia–Rose–Janssen–de Dominicis procedure [22–24]. This connec-
tion was reported previously by Andreanov et al [17], but our treatment differs importantly in
the boundary terms, which play a role in time reversal. We also demonstrate for noninteracting
particles that our field theory reduces to the Fokker–Planck equation for a Brownian particle
in a potential.
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In section 6 we examine time reversal within the field theory, showing that time-reversal
takes the form of a gauge-like transformation, and that the action is invariant under time
reversal apart from the introduction of the Jarzynski work term. We note that for interact-
ing particles, it is necessary to introduce a Hubbard–Stratonovich transformation and add a
complex field to fully reveal the underlying time reversal symmetry. We obtain a fundamental
nonequilibrium identity, equation (65), from which the Jarzynski and Crook’s identities fol-
low. Further, in section 7 we employ functional differentiation of equation (65) to derive a
far-from-equilibrium generalization of the fluctuation-dissipation relation.

2. Model

2.1. Energy and thermal equilibrium

We begin with a model of N classical particles on a d-dimensional lattice of size Ld; the con-
tinuum limit will be taken later. The particles interact with the pair potential V ij, which can be
any function of the separation rj− ri between sites i and j, such as a Lennard–Jones poten-
tial, with the only restriction that it is symmetric under interchange of particles, Vij = Vji.
Additionally, we consider a time-dependent site potential Ui(t), which allows for work to be
done on the system. The occupancy of site i is denoted ni, and the energy of the occupation
configuration n= (n1,n2, . . .) is given by

En (t) =
1
2

∑
i,j

(ni− δij)Vijnj+
∑
i

Ui (t)ni, (3)

where the Kronecker delta function ensures proper counting of the same-site pairs.
These particles are coupled to a thermal reservoir at temperature T. Because of the time-

dependent potential Ui(t), the equilibrium distribution also depends on time t via

Peq
n (t) =

N!
n!

1
Z(t)

e−βEn(t). (4)

where β−1 = kBT, Z(t) is the partition function associated with En(t), and n!≡
∏

i ni!. The
prefactor N!/n! is the multinomial coefficient that accounts for the multiplicity of microstates
for configuration n under permutation of the particles.

2.2. Dynamics

The particles undergo stochastic hops, and the probability P(n, t) of configuration n at time t
obeys the master equation

d
dt
Pn (t) =

∑
m ̸=n

[wn,m (t)Pm (t)−wm,n (t)Pn (t)] . (5)

The particle hopping rates wn,m(t) for a transitionm→ n are chosen to obey detailed balance
for the instantaneous energy En(t),

wn,m (t)
wm,n (t)

=
Peq
n (t)

Peq
m (t)

=
m!

n!
e−[βEn(t)−βEm(t)] (6)

and are thus time-dependent.
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Work is performed on the system by varying the site potentials Ui(t). For configuration n
at time t, the instantaneous rate of work performed on the system is given by

Ẇ=
∑
i

ni U̇i (t) . (7)

This term appears in the nonequilibrium generalization of the first law:

d
dt
⟨E⟩=

∑
n

[
dPn (t)
dt

En (t)+Pn (t)
∑
i

ni U̇i (t)

]
. (8)

The first term gives the rate of change in ⟨E⟩ due to the particle hopping dynamics, reflecting
the heat flow between the system and reservoir, while the second term is simply the average
rate of work performed, ⟨Ẇ⟩.

For sufficiently slow driving, the system remains in thermal equilibrium and the probabilit-
ies are given by equation (4). In contrast, for fast driving, the distribution Pn(t) obtained from
equation (5) may be driven far from equilibrium.

3. The Doi representation

These particle dynamics can be mapped to a Fock space representation, i.e. the Doi
representation [13], using a standard procedure which we summarize briefly below. Even
though these are classical particles, the Fock space representation reflects the permutation sym-
metry of the particles, and thus provides in this sense the simplest expression of the particle
dynamics. We shall see that, indeed, in the Doi representation the Jarzynski relation emerges
elegantly.

3.1. States and the Liouvillian

Bosonic creation and annihilation operators â†i and âi are introduced at each lattice site and,
together with the vacuum state |0⟩, used to create a state |n⟩=

∏
i (â

†
i )
ni |0⟩ corresponding

to the configuration n. Note that this state is normalized as ⟨n|n⟩= n!. The full probability
distribution of the system at time t can then be represented by the state

|ψ (t)⟩=
∑
n

Pn (t) |n⟩, (9)

which enables writing the master equation as

d
dt
|ψ (t)⟩=−L̂(t) |ψ (t)⟩. (10)

with Liouvillian operator L̂. The utility of the Doi representation is that whenever the particle
dynamics respects the permutation symmetry of the particles, the operator L̂ can be expressed
solely in terms of the âi and â

†
i operators, with no dependence on the configuration n. That is,

the Liouvillian is determined solely by the processes involved and not dependent on the state
of the system. For example, particles undergoing unbiased hops between neighboring lattice
sites leads to

L̂diff = Γ
∑
⟨ij⟩

(
â†i − â†j

)
(âi− âj) , (11)

where the sum runs over i, j that are nearest neighbor sites.
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3.2. The projection state

In the Doi representation, averages and distributions are extracted from the Fock states by
means of a projection state, defined as ⟨P|= ⟨0|e

∑
i âi , with the property ⟨P|â†i = ⟨P| for all

i. Averages are computed via

⟨A⟩ ≡
∑
n

AnPn (t) = ⟨P|Â|ψ (t)⟩, (12)

where Â≡
∑

n(An/n!)|n⟩⟨n| is an operator diagonalized by the occupation states |n⟩ with
eigenvalues An. Normalization ensures ⟨P|ψ(t)⟩=

∑
nPn(t) = 1, and probability conserva-

tion requires

0=
d
dt
⟨1⟩=−⟨P|L̂(t) |ψ (t)⟩ (13)

for all |ψ(t)⟩, thus

⟨P|L̂(t) = 0. (14)

This is obeyed, for example, by the diffusion Liouvillian in equation (11).

3.3. The Hamiltonian and detailed balance

Now we consider the class of Liouvillians that correspond to transition rates that satisfy
detailed balance, and for clarity we suppress the explicit time dependence in L̂ and the
rates. Starting from a state m, the probability of being in a state n ̸=m a short time δt
later is, according to the master equation, P(n, t) = wn,mδt, while the probability of remain-
ing in m is Pm(δt) = 1− δt

∑
n ′ ̸=mwn ′,m. In the Doi representation, the state at time δt is

|ψ(δt)⟩= (1− L̂δt)|m⟩. Using ⟨n|ψ(t)⟩= n!Pn(t) we obtain for n ̸=m

⟨n|L̂|m⟩=−n!wn,m (15)

while for n=m

⟨n|L̂|n⟩=−n!
∑
n ′ ̸=n

wn ′,n. (16)

For rates that obey the detailed balance condition of equation (6), we obtain

⟨n|L̂|m⟩= ⟨m|L̂|n⟩e−βEn(t)+βEm(t). (17)

with En given by equation (3). Now we introduce the Hermitian Hamiltonian operator

Ĥ(t) =
1
2

∑
i,j

Vijâ
†
i â

†
j âjâi +

∑
i

Ui (t) â
†
i âi (18)

which is diagonalized by the states |n⟩ with eigenvalues En(t). With this energy operator
equation (17) becomes ⟨n|L̂|m⟩= ⟨m|eβĤL̂e−βĤ|n⟩, which implies

L̂† = eβĤL̂e−βĤ. (19)

Together equations (14) and (19) imply that necessary and sufficient conditions for detailed
balance are that L̂ has the form

L̂= Q̂eβĤ (20)

where Q̂ is a Hermitian operator that annihilates the projection state: Q̂|P⟩= 0.
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3.4. Constructing the Liouvillian

Finally, we discuss specific choices for the Liouvillian. Consider a particle hop from site i to
neighboring site j, which takes the system from configurationm to n, where nk = mk− δik+ δjk.
The detailed balance condition (6) for this hop is

wn,m

wm,n
=
mi

nj
e−β[En−Em]. (21)

We restrict consideration to rates that depend on the energies only via the difference ∆E≡
En −Em. These have the general form

wn,m = Γmi fe (β∆E)e
−β∆E/2, (22)

where fe(x) is an even function.
To construct the Liouvillian corresponding to (22) it is useful to introduce the Hermitian

operator

ϵ̂k = Uk+
∑
ℓ

Vkℓâ
†
ℓ âℓ (23)

with eigenvectors |m⟩ and eigenvalues ϵk(m) = Uk+
∑
ℓVkℓmℓ equal to the energy required

to introduce a particle at site k to configuration m. It is straightforward to show that for the
i→ j jump

(ϵ̂j− ϵ̂i) âi|m⟩=∆Eâi|m⟩, (24)

which allows us to write (22) as

wn,m =
1
n!
⟨n|Γâ†j fe (ϵ̂i− ϵ̂j)e

β(ϵ̂i−ϵ̂j)/2âi |m⟩. (25)

By comparison with (15), we can identify the operator above with the gain term in L̂.
For the loss term, we consider the same i→ j hop but starting in n and going to n ′, where

n ′
k = nk− δik+ δjk, and∆E= En ′ −En. The appropriate rate is obtained from (16) and (22) to

be

wn→n ′ =
1
n!
⟨n|Γâ†i fe (ϵ̂i− ϵ̂j)e

β(ϵ̂i−ϵ̂j)/2âi |n⟩. (26)

Combining (25) and (26) with the analogous terms for a j→ i hop provides the Liouvillian
corresponding to (22),

L̂= Γ
∑
⟨ij⟩

(
â†i − â†j

)
fe (ϵ̂i− ϵ̂j)

(
eβ(ϵ̂i−ϵ̂j)/2âi− eβ(ϵ̂j−ϵ̂i)/2âj

)
. (27)

As advertised, the Liouvillian is purely an expression of the process and has no dependence on
the state of the system, i.e. the occupation numbers. The identity eβϵ̂k âk = e−βĤâkeβĤ, which
follows from [Ĥ, âk] =−ϵ̂kâk and the Hadamard lemma, can be used to show this Liouvillian
has the necessary form (20).

Later, when taking the continuum limit, the energy difference due to a hop will be of the
order of the lattice spacing ∆x, which will allow us to linearize (27) in ϵ̂i− ϵ̂j:

L̂≃ Γ
∑
⟨ij⟩

(
â†i − â†j

)(
âi− âj+β (ϵ̂i− ϵ̂j)

âi+ âj
2

)
, (28)

where we have set fe(0) = 1 without loss of generality. Note that this linearized Liouvillian is
normal ordered.
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3.5. Equilibrium state

The Jarzynski and Crooks relations require starting in thermal equilibrium. In the Doi repres-
entation the equilibrium state can be written as

|ψeq⟩=
∑
n

Peq
n |n⟩= 1

Z
e−βĤ|n̄0⟩, (29)

where n̄0 = N/Ld is the average number of particles per site, and |n̄0⟩ ≡ e
∑

i n̄0â
†
i |0⟩. This is

obtained from (4) by expressing the multiplicity of the occupation state n in terms of a product
of Poisson distributions: N!/n!∝

∏
i n̄

ni
0 /ni!, with the implied constraint

∑
i ni = N and the

proportionality constant absorbed into Z.
The equilibrium state is necessarily a stationary state of the detailed balance Liouvillian,

equation (20). In the Doi representation this can be seen from

L̂|ψeq⟩= Z−1Q̂|n̄0⟩= 0, (30)

where the last equation follows from taking â→ n̄0â and â† → n̄−1
0 â†, which leaves Q̂ invariant

and takes |n̄0⟩ → |P⟩.
Finally, we note that all of L̂, Ĥ, E, Z, and |ψeq⟩ are defined in terms of the instantaneous

Ui(t), and thus can be time-dependent.

4. Work relations in the Doi representation

We are now equipped to derive the Jarzynski relation for general detailed balance dynamics
within the Doi representation. Perhaps unsurprisingly, our methods bear a strong similarity to
the operator framework Kurchan used for Langevin dynamics [25]. As usual, the system must
begin in thermal equilibrium at time t= 0; we denote this state |ψeq(0)⟩ to emphasize that the
time-dependent Hamiltonian is to be evaluated at t= 0.

The solution to the master equation (10) can be written as

|ψ (t)⟩= lim
∆t→0

t/∆t−1∏
n=0

(
1− L̂tn∆t

)
|ψeq (0)⟩. (31)

where the product of the time-dependent L̂t operators is time ordered with earlier times on the
right, and tn = n∆t. Work, as defined in (7), appears in the Doi representation as

W=

ˆ tf

0
dt

∑
i

U̇i (t) â
†
i âi. (32)

The average of the work from time t= 0 to tf is given by

⟨e−βW⟩= ⟨P|
nf∏
n=0

[
e−βẆtn∆t

(
1− L̂tn∆t

)]
|ψeq (0)⟩ (33)

where nf = tf/∆t− 1, the product is again time ordered, and the limit ∆t→ 0 is implied.
Equation (33) is equivalent to applying a weight e−βw(t) to each trajectory, where w(t) is the
work done up to time t along that trajectory. This has been demonstrated to provide the desired
average [2, 26].
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Substituting e−βẆt∆t = e−(βĤt+∆t−βĤt) and regrouping terms gives

⟨e−βW⟩= ⟨P|e−βĤtf

nf∏
n=0

[
eβĤtn

(
1− L̂tn∆t

)
e−βĤtn

]
× eβĤ0 |ψeq (0)⟩. (34)

Utilizing the detailed balance condition (19), the square brackets become

eβĤt

(
1− L̂t∆t

)
e−βĤt = 1− L̂†t∆t, (35)

which can be interpreted as simply the time evolution operator acting to the left. This is the
essence of how the fluctuation relations appear in the Doi representation: a forward-time aver-
age including the work term transforms into the reverse-time average absent the work.

It remains to analyze the initial and final states. We rescale the operators â→ n̄0â and â† →
n̄−1
0 â†, which leaves L̂ and Ĥ (and therefore the work term) unchanged, but modifies the initial

and final terms via

eβĤ0 |ψeq (0)⟩= Z(0)−1 |n̄0⟩ → Z(0)−1 |P⟩ (36)

and

⟨P|e−βHtf → ⟨n̄0|e−βHtf = Z(tf)
−1 ⟨ψeq (tf) |. (37)

Putting this together, we have

⟨e−βW⟩=
Z(tf)
Z(0)

⟨ψeq (tf) |
tf/∆t−1∏
n=0

(
1− L̂†tn∆t

)
|P⟩ (38)

Conjugating the real expectation value reverses the time ordering, giving

⟨e−βW⟩=
Z(tf)
Z(0)

⟨P|
(
1− L̂0∆t

)
. . .

(
1− L̂tf−∆t∆t

)
|ψeq (tf)⟩R (39)

which can be interpreted as time ordered in the variable t ′ = tf− t. The expectation value cor-
responds to ⟨P|ψ(t ′ = tf)⟩R = 1 and we obtain the Jarzynski relation

⟨e−βW⟩=
Z(tf)
Z(0)

= e−β[∆F(tf)−F(0)]. (40)

To derive the Crooks relation, consider the characteristic function ϕF(q) of the forward
work distribution function, which is simply the Fourier transform:

ϕF (q) =
ˆ ∞

−∞
dWeiqWPF (W) = ⟨eiqW⟩F. (41)

This takes the form of equations (33) but with β→ iq. We now have a repeating pattern of

e−iqĤt

(
1− L̂t∆t

)
eiqĤt = e−(iq+β)Ĥ

(
1− L̂†t∆t

)
e(iq+β)Ĥ (42)

which means after time reversal

⟨eiqW⟩F =
Z(tf)
Z(0)

⟨e−iqWe−βW⟩R (43)

8
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or ϕF(q) = ϕR(iW− q)e−β∆F. Inverse transforming then gives

PF (W) =

ˆ
dq
2π

e−iqWϕR (iW− q) = eβWPR (−W) , (44)

which is the Crooks relation.

5. Doi–Peliti field theory

For taking the limit from a lattice to a spatial continuum, it is desirable to convert the Doi
representation of the dynamics to a field theory. In this section we use the coherent state
representation [15] to derive the Doi–Peliti field theory for the particle model with detailed
balance dynamics. The general technique has been presented elsewhere [14, 16, 27], so we
provide only a brief sketch here.

5.1. Coherent state representation

Coherent states are introduced at each lattice site,

|ϕ⟩= e−
1
2

∑
i |ϕi|

2+
∑

i ϕi â
†
i |0⟩ (45)

with ϕ= (ϕ1,ϕ2, . . .) and complex ϕi. These are eigenstates of the annihilation operator,
ai|ϕ⟩= ϕi |ϕ⟩. The identity operator can be expressed with the overcompleteness relation

1=
´ ∏

i
d2ϕi
π |ϕ⟩⟨ϕ|. Time evolution is broken into discrete steps of size∆t, as shown in (31),

and the identity operator is inserted at each time slice with a distinct set of coherent states,
leading to evaluation of terms of the form

⟨ϕt+∆t|1− L̂t∆t|ϕt⟩= ⟨ϕt+∆t|ϕt⟩
[
1−∆tL

(
ϕ∗

t+∆t,ϕt

)]
. (46)

Using the linearized, normal ordered Liouvillian (28) we obtain

L
(
ϕ∗

t+∆t,ϕt

)
= Γ

∑
⟨ij⟩

(
ϕ∗i,t+∆t−ϕ∗j,t+∆t

)(
ϕi,t−ϕj,t+

ϕi,t+ϕj,t
2

{
βϵi

(
ϕt+∆t,ϕt

)
−βϵj(ϕt+∆t,ϕt)

})
(47)

with the effective potential

ϵi
(
ϕt+∆t

)
= Ui +

∑
k

Vikϕ
∗
k,t+∆tϕk,t. (48)

The coherent state overlap in (46) can be written as

⟨ϕt+∆t|ϕt⟩= e
1
2 |ϕt+∆t|

2− 1
2 |ϕt|

2−ϕ̄i,t+∆t·(ϕt+∆t−ϕt) (49)

where |ϕ|2 =
∑

i |ϕi|2 and ϕ̄1 ·ϕ2 =
∑

i ϕ
∗
1,iϕ2,i. The squared terms cancel between successive

time slices.
We take the continuum limit via ϕi,t → ϕ(x, t)∆xd and ϕ∗i,t → ϕ̄(x, t), so ϕ(x) has dimen-

sions of density while ϕ̄(x) is non-dimensional. The result is an action S containing a ‘bulk’
contribution as well as initial and final contributions at t= 0 and tf, which can be used to com-
pute averages via

⟨A⟩=
ˆ

D
(
ϕ̄,ϕ

)
A
(
ϕ̄,ϕ

)
e−S[ϕ̄,ϕ]. (50)

9
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5.2. Doi–Peliti action for interacting particles

From equations (46) and (49) we obtain the bulk action

SB =

ˆ tf

0
dt
ˆ

dx
[
ϕ̄
(
∂t−D∇2

)
ϕ − γϕ̄∇·

(
ϕ∇U+ϕ∇

ˆ
dyV(x− y) ϕ̄(y)ϕ(y)

)]
(51)

with diffusion constant D= Γ∆x2 and mobility γ = D/kBT.
Note that for noninteracting particles, withV = 0, the action (51) is linear in ϕ̄, which creates

a delta function when integrated over ϕ̄. The resulting field ϕ then obeys

∂ϕ

∂t
= D∇2ϕ + γ∇· (ϕ∇U) (52)

which is the Fokker–Planck equation for particles diffusing in a potential U(x).
The final term, consisting of the projection state and part of the coherent state overlap,

contributes a tf ‘boundary’ contribution to the action of the form

e−Sf = e
1
2 |ϕtf

|2⟨P|ϕ⟩= e
∑

iϕi,tf (53)

from which we obtain the continuum limit

Sf =−
ˆ

dx ϕ(x, tf) . (54)

Generally this term is eliminated by performing a Doi shift. Instead, we will retain this term,
since it plays an essential role in understanding the time-reversal symmetry.

The initial term also provides a t= 0 boundary term

e−Si = Z(0)−1 e−
1
2 |ϕ0|

2

⟨ϕ0|e−βĤ0 |n̄0⟩. (55)

In the case of noninteracting particles, where Ĥ=
∑

jUjâ
†
j âj, this becomes

e−Si = Z(0)−1 e−|ϕ0|
2

exp

∑
j

e−βUj,0ϕ∗j,0n̄0

 (56)

where we used the coherent state identity ⟨ϕ2|eλâ
†â|ϕ1⟩= exp{(eλ− 1)ϕ∗2ϕ1}⟨ϕ2|ϕ1⟩ [28]. In

the continuum limit, we take n̄0 → n0∆xd and obtain

Si = lnZ(0)−
ˆ

dx
[
ϕ̄(x,0)e−βU(x,0)n0 − ϕ̄(x,0)ϕ(x,0)

]
. (57)

To derive a simple expression for the initial actionwith interacting particles, it will be necessary
to introduce a Hubbard–Stratonovich transformation, which we will describe below.

Finally, we note that in the field theory the work term (32) becomes

W
[
ϕ̄,ϕ

]
=

ˆ tf

0
dt
ˆ

dx U̇(t) ϕ̄(x, t)ϕ(x, t) . (58)

5.3. Cole–Hopf transformation and Dean–Kawasaki field theory

The bulk action (51) can be transformed via the Cole–Hopf transformation ϕ→ e−ρ̄ρ, ϕ̄→ eρ̄

to

SB =

ˆ tf

0
dt
ˆ

dx
[
ρ̄
(
∂t−D∇2

)
ρ− γρ̄∇· (ρ∇ϵ)− γDρ(∇ρ̄)2

]
(59)

10



J. Phys. A: Math. Theor. 57 (2024) 445001 A J Baish and B P Vollmayr-Lee

with the effective potential

ϵ(x) = U(x)+
ˆ

dyV(x− y)ρ(y) . (60)

This matches the Dean–Kawasaki field theory [20] obtained from the Langevin equation for
interacting particles derived by Dean [21], then mapped to a field theory using the MSRJD
technique [22–24]. However, there appear to be discrepancies with the initial and final terms. In
particular, Dean–Kawasaki field theory has no analog of the projection state and final action Sf.
Further the Cole–Hopf transformation does not map our initial action to the generally assumed
initial conditions for Dean–Kawasaki field theory.

6. Time reversal in Doi–Peliti field theory

We are now equipped to examine the role of time reversal in the field theory. We begin with
noninteracting particles, where the symmetry is more directly manifest, and then introduce a
Hubbard–Stratonovich transformation to reveal the symmetry for interacting particles.

6.1. Noninteracting particles

When V = 0, the bulk action (51) can be written as

SB =

ˆ tf

0
dt
ˆ

dx
[
ϕ̄∂tϕ+De−βU∇ϕ̄ ·∇

(
ϕeβU

)]
(61)

with Si and Sf given by equations (57) and (54). The time-reversal symmetry of the action is
revealed by the transformation

ϕ → n0e
−βUψ̄ ϕ̄ → n−1

0 eβUψ t→ t ′ = tf− t. (62)

This gauge-like transformation maintains the bilinear product ϕ̄ϕ → ψ̄ψ and the action (61)
is invariant apart from the time-derivative term. Suppressing the spatial integral, we have

ˆ tf

0
dt ϕ̄∂tϕ →

(
ψ̄ψ

)∣∣∣∣t=tf
t=0

+

ˆ tf

0
dt ′

(
ψ̄∂t′ψ +β

∂U
∂t ′

ψ̄ψ

)
(63)

where we have used integration by parts. Note that time reversal generates a work term (58).
The time reversal transformation (62) also maps the initial action (57) into the final

action (54) and vice-versa, with the help of the boundary terms in (63). The one exception
is the partition function factor, which remains Z(0)−1 although the time-reversed averaging
would require that we start at t ′ = 0 with Z(t= tf)−1. Adjusting for the partition function and
combining the bulk, initial, and final actions, we obtain

S
[
ϕ̄,ϕ

]
→ SR

[
ψ̄,ψ

]
+βWR+βF(t= tf)−βF(t= 0) , (64)

where SR and WR are the time-reversed action and work term, and βF=− lnZ.
As a consequence of this time reversal symmetry we have the identity

⟨Ae−βW⟩=
ˆ

D
(
ϕ̄,ϕ

)
A
[
ϕ̄,ϕ

]
e−βW[ϕ̄,ϕ]e−S[ϕ̄,ϕ]

→ e−β∆F
ˆ

D
(
ψ̄,ψ

)
AR

[
ψ̄,ψ

]
e−SR[ψ̄,ψ]

= e−β∆F⟨AR⟩R (65)

11
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for any observable A[ϕ̄,ϕ], with time-reversed AR[ψ̄,ψ]. Here we have used that work (58) is
odd under time reversal, W[ϕ̄,ϕ]→−WR[ψ̄,ψ], to move the exponential of negative work to
the forward time average. We will show equation (65) holds for interacting particles as well,
and provides the basis for deriving multiple nonequilibrium identities.

In particular, settingA= 1 produces the Jarzynski relation, while takingA= e(iq+β)W repro-
duces equation (43), which can be inverse Fourier transformed to give the Crooks relation.

6.2. Interacting particles

For interacting particles the bulk action (51) can be written as

SB =

ˆ tf

0
dt
ˆ

dx
[
ϕ̄∂tϕ +De−βϵ∇ϕ̄ ·∇

(
ϕeβϵ

)]
(66)

where ϵ(x, t) is the effective potential, given by

ϵ(x, t) = U(x, t)+
ˆ

dyV(x− y) ϕ̄(y, t)ϕ(y, t) . (67)

To affect time reversal with a local transformation like (62), we need to employ a field
Hubbard–Stratonovich transformation:

exp

(
β

ˆ
dyV(x− y) ϕ̄(y)ϕ(y)

)
= A
ˆ

Dη exp
{
− 1
2β

ˆ
dr1dr2 η∗ (r1)V−1 (r12)η (r2)

+

ˆ
dr1 η (r1) ϕ̄(r1)ϕ(r1)

}
e−iη2(x)

≡
ˆ

DηF
[
η, ϕ̄ϕ

]
e−iη2(x) (68)

where η(x, t) = η1(x, t)+ iη2(x.t) is a complex field, A is a normalization constant, r12 =
r1 − r2, and V−1 is defined formally via

´
dyV(x− y)V−1(y− z) = δ(d)(x− z). Equation (68)

applies for all times t, with η(r, t) uncorrelated for different times. With this notation, the bulk
action becomes

SB =

ˆ
DηF

ˆ
dtdx

[
ϕ̄∂tϕ +De−βϵ∇ϕ̄ ·∇

(
ϕeβU−iη2

)]
(69)

where we have suppressed the time integration limits. Now the gauge-like field transformation

ϕ → n0e
−βU+iη2 ψ̄ ϕ̄ → n−1

0 eβU−iη2ψ (70)

with time reversal t→ t ′ = tf− t once again leaves the action invariant, i.e.

∇ϕ̄ ·∇
(
ϕeβU−iη2

)
→∇

(
ψ eβU−iη2

)
·∇ψ̄ (71)

apart from the time derivative term, which again has the form given in equation (63), generating
the work term. Importantly, the time derivative on the η field averages to zero because the field
is uncorrelated over time.

TheHubbard–Stratonovich transformation also simplifies the initial action. The exponential
of the Doi Hamiltonian (18) can be written as

e−βĤ = A
ˆ ∏

i

dηie
− 1

2β

∑
jk ηjV

−1
jk ηk+

∑
j(−βUj+iηj)â

†
j âj . (72)
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Using this in our initial action Si, as defined in equation (55), we obtain an identical expression
to (56) with e−βUj,0 → e−βUj,0+iηj and the additional integration over the ηj variables. Taking
the continuum limit, with ηj → η2(x,0), results in an initial action of the form

Si = lnZ(0)−
ˆ

dηF
ˆ

dx
[
ϕ̄(x,0)e−βU(x,0)+iη2(x,0)n0

−ϕ̄(x,0)ϕ(x,0)
]

(73)

while the final action (54) remains unchanged. Thus the field transformation (70) swaps the
initial and final actions apart from the partition function, exactly as before with the noninter-
acting theory. Thus the fundamental identity (65) continues to hold for interacting particles.

7. Nonequilibrium identities

Starting from the fundamental relation (65) we can derive a number of nonequilibrium identit-
ies by appropriate choice of the operator A[ϕ̄,ϕ] and functional differentiation. As discussed in
the text following (65), choosing A= 1 gives the Jarzynski relation, and choosing A= e(iq+β)W

leads to the Crooks relation.
We can obtain a nonequilibrium generalization of the fluctuation-dissipation relation by

differentiating (65) with respect to U(x, t) for some intermediate time 0< t< tf. From the
field theoretic average (50) it follows that the derivative of the left hand side is

δ

δU(x, t)
⟨Ae−βW⟩=−

〈(
β
δW
δU

+
δS
δU

)
Ae−βW

〉
, (74)

with

δW
δU

=
δ

δU(x, t)

ˆ tf

0
dt ′
ˆ

dx ′ U̇(x ′, t ′) ϕ̄(x ′, t ′)ϕ(x ′, t ′)

=− ∂

∂t

(
ϕ̄(x, t)ϕ(x, t)

)
(75)

from (58), where we have used integration by parts, and

δS
δU

=−γ δ

δU(x, t)

ˆ tf

0
dt ′
ˆ

dx ′ϕ̄∇· (ϕ∇U)

=−γ∇·
(
ϕ(x, t)∇ϕ̄(x, t)

)
(76)

from (51), where we have used integration by parts twice. In contrast, the functional derivative
of the right hand side of (65) only acts on the action, yielding

δ

δU
⟨Ã⟩R = γ

〈
∇·

(
ϕ(x, tf− t)∇ϕ̄(x, tf− t)

)
Ã
〉
R
. (77)

Here we have assumed that A and AR do not depend on the site potential U. Combining these
gives an identity

∂

∂t
⟨ϕ̄(x, t)ϕ(x, t)Ae−βW⟩+D⟨∇ · (ϕ(x, t)∇ϕ̄(x, t)Ae−βW⟩

= De−β∆F⟨∇ · (ϕ(x, tf− t)∇ϕ̄(x, tf− t)AR⟩R, (78)
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where we have used γ = βD. The significant of this identity is that it holds arbitrarily far from
equilibrium, i.e. it is not a linear response relationship. Additional relations could be derived
by further differentiation with respect to U.

For the choice A= ϕ̄(x ′, t ′)ϕ(x ′, t ′) equation (78) becomes a nonequilibrium fluctuation
dissipation relation. Let ρ= ϕ̄ϕ and take U(x, t)→ U(x, t)+U1(x, t). Then

β
∂

∂t
⟨ρ(x, t)ρ(x ′, t ′)e−βW⟩

=
δ⟨ρ(x ′, t ′)e−βW⟩

δU1 (x, t)
− e−β∆F δ⟨ρ(x ′, tf− t ′)⟩R

δU1 (x, tf− t)
(79)

with the functional derivatives evaluated at U1 = 0, and with the understanding that W is
determined by U and not U1, as defined in (58). Thus a time derivative of a correlation func-
tion, modified to include the Jarzynski work term, is related to a response function. The right
hand side has effectively a θ function, with the first term nonzero when t ′ > t and the second
term nonzero with t ′ < t.

We note that taking functional derivatives of the Jarzynski relation to obtain a fluctuation
dissipation relation within linear response, as done in [29, 30], differs from this field theoretic
result which, like that obtained in [10], applies arbitrarily far from equilibrium.

8. Summary

We have generalized the Doi representation to describe interacting particles coupled to a
thermal reservoir, undergoing hops with rates determined by detailed balance. Such a sys-
tem can be driven far from equilibrium by a rapidly-varying local potential. We demonstrated
that the Jarzynski and Crooks relations arise straightforwardly in the Doi representation, with
the initial state and the projection state playing a crucial role.

Then, by mapping the Doi representation to a field theory via the coherent state repres-
entation, we obtained the Doi–Peliti field theory for these interacting Brownian particles.
We demonstrated that time reversal in this field theory has a gauge-like form, and that the
time reversal operation results in a fundamental identity (65) from which the Jarzynski and
Crooks relations can be derived, along with a nonequilibrium generalization of the fluctuation-
dissipation relation.

Future work could include generalizing the formalism to include chemical reactions and
allowing for chemical work to be done on the system, and deriving a general framework for
entropy production within Doi–Peliti field theory. Note that Doi–Peliti field theory has been
employed for entropy production in active particle systems [31]. It could also be fruitful to
develop a perturbative expansion in the interaction strength.
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